§6.5 Central Limit Theorem

The CLT (Central Limit Theorem) says that as the number of samples from any population increases their distribution will approach a normal distribution with mean equal to the mean of the original sample and a standard deviation of the original divided by the √n.


Central Limit Theorem

X is a random variable from any distribution with mean μ and 

     standard deviation σ.


n samples are drawn 


The distribution of the means of the samples (x-bars) will be N~(μx-bar, σx-bar)



μx-bar  =  μ



σx-bar  =  σ/√n
*The difference between this section and section 5.3 is the difference between a single sample and a bunch of samples.  In section 5.3 we were dealing with a single sample with a mean of x-bar and a std. dev. of s.  In this section we are dealing with many samples and the average of the samples’ means.

Example 1:
A soft drink vending machine is set so that the amount of drink 

dispensed is a random variable with a mean of 200 mL and a 

standard deviation of 15 mL.  What is the probability that

a) A single serving has a t least 204 mL (assume normal distributed r.v.)
b)
the average amount dispensed in a random sample of 36 is at least 

204 mL
*Note:  Part a) is as it was in section 5.3 and part b) is using the CLT.


Example 2:
A random sample of size 64 is taken from a normal population with mean of 51.5 and std. dev. of 6.8.  What is the probability that the sample mean will

a) exceed 52.9?

b) fall between 50.5 and 52.3?

c) be less than 50.6?

d)
what’s the probability that a single observation would be below 

50.6?

§6.6 Normal Approximation to the Binomial


This approximation is used appropriately when the following conditions are met.


	np ≥ 5 and nq ≥ 5 	or		n > 30





If 	X ~ Binomial(n,p,q) then X ~ N(μ, σ) where


	μ = np


	σ = √npq


	








