Chapter  5
§5.2 Random Variables, Probability Histograms and Probability Distributions
A random variable (r.v.) can be either continuous or discrete.  It takes on the possible values of an experiment.  It is usually denoted:
x 
when discussing values








X
when describing the 

outcomes


Example:
a)
What are the values x can take on for the roll of a single 

die?  Is this a discrete or continuous r.v.?

b) What are the values x can take on for the altitude of an 

airplane that takes off from San Francisco airport, assuming that it does not crash?  Is this a discrete or continuous r.v.?




c)
Suppose a coin is tossed twice so that the sample space, S, 

is the following set {HH, HT, TT, TH}.  Let X represent 

the number of heads that come up.  What are the possible 

values of the r.v. x?

A probability distribution is a function that describes the probability associated with each value of a random variable.


Example:
Describe the probability distribution associated with the rolls of a 

single die.  In order to find the distribution you must first find the 

possible values of the r.v. x and then based upon classic probability 

you will find the probability of obtaining those values.

**Note:  There is a functional relationship between the values of a r.v. and the probabilities associated with them.


Example:
Describe the probability distribution associated with the number of 

heads obtained when a coin is tossed twice.

We should now discuss the fact that associated with every probability distribution there are certain rules which must be adhered to.  They are as follows:

1. ∑ P(x)  =  1

2. 0  ≤  P(x)  ≤  1

Example:
a)
Notice in the rolled die experiment where X = # on the die 

that the ∑ P(x)  =  1 and that 0  ≤  P(x)  ≤  1
b) Show the same holds true for the coin example

Example:
Determine if the following is a probability distribution and indicate 

which of the rules have been violated if it is not a pdf.

a)

	x
	1
	2
	3

	f(x)
	¼
	¼
	¾


b)

	x
	0
	1
	2

	f(x)
	- ¼ 
	1
	0


A probability histogram is a special case of a relative frequency histogram.  It shows each probability as a rectangle whose area is equivalent to the probability of the random variable’s value.  As such the area under the “curve” is always equal to one.  The following is a summary of the characteristics of a probability histogram.


1.
Every bar is centered over a value of a random variable.


2.
Every bar is one unit wide.


3.
Every bar touches the one next to it.


4.
The height of a bar is equivalent to the probability of the r.v.’s value


5.
The area in each bar is equivalent to the probability (2 & 4 multiplied)


6.
The sum of the areas under each bar is always 1.  Said another way the 

area under the “curve” is always one.


Example:
a)
Draw a probability histogram for the die rolling example.

b) Draw a probability histogram for the coin toss example.

From a probability distribution we can see 3 characteristics of the data:

1) Shape – Via the histogram

2) Mean – By calculation or by the histogram

3) Variance – By calculation or by the histogram

Finding the Mean Using the PDF

µ  =  ∑ x ∙ P(x)

Finding the Variance Using the PDF


σ2 = [∑ x2 ∙ P(x)]  -  µ2
