This section isn’t perfect yet.  I’ve just plopped some old notes in here that go along with what we are doing, but I’ll get around to fixing them up later!!

A matrix is an array (set/group) of numbers given in row by column format called order.  A square matrix has equal number of rows and columns.  The numbers in a matrix are called elements or entries.  A 1 row matrix is called a row vector and a 1 column matrix is called a column vector.  An augmented matrix is used to show the numeric coefficients and the constants in a system of equations.  In such a matrix all the x’s, y’s, z’s etc. must be in the same column and the rows must contain individual equations.


Example:
Give the augmented matrix for 
x  +  y  +  z  =  5









-2x  (  3z  =  9










x  =  y

Two augmented matrices are equivalent if the systems represented are equivalent, which means that they have the same solution!

Our goal in this section is to create equivalent augmented matrices to solve systems.


Process:
Change rows in such a way that we create equivalent matrices.  

These are the same processes that we use to solve systems of 

equations:  multiplication of an equation by a constant and addition 

and subtraction of equations.  


Translation to Matrices



Multiply Rows by a constant to change a Row



Add/Subtract rows to change a Row



Note:  One row always stays the same during one operation while the 

           other is being changed.
Equivalent Matrix (  Identity Matrix on the left and the solutions in the augmented portion.

Identity Matrix is the matrix with 1’s on the primary diagonal (left to right) and zeros elsewhere.  Thus our solution will read:



X  =  #



Y  =  #



Z  =  #  etc.

The process by which we do this is called Gaussian Elimination.

In the process we want to have the following happen (see p. 584 for an outline in more detail)

1) 1 in R1C1
2) 0 in R2C1
3) 1 in R2C2
4) 0 in R1C2
Example:
Solve the system using Gaussian Elimination
3x  (  2y  =  0










2x  +  y    =  -7

1) Augmented Matrix

2) Multiply row 1 by 1/3 to get a 1 in R1C1: 1/3R1 ( R1
3) Mult. Row 1 by –2 and add row 2 to get a 0 in R2C1:  -2R1 + R2 ( R2
4) Multiply row 2 by 3/7 so R1C2 is 1:
3/7R2 (R2
5) Multiply row 2 by 2/3 and add row 1 so R1C2 is 0:
2/3R2  +  R1(R1
6) Extract the solution

Example:
Solve the following using Gaussian Elimination
x  +  y  (  z  =  8










2x  +  y  +  z  =  1










x  +  2y  (  3z  =  -5

1) Augmented Matrix  (Start so that R1C1 has a 1 when possible)

2) Get zeros in column 1 simultaneously

-2R1  + R2  (  R2
-1R1  +  R3  (  R3
3) Exchange R2 & R3 so 1 is in R2C2:  R2(R3
4) Get zero is R3C2
R2  +  R3  (  R3
5) Get last 1 on diagonal

1/3R3  (  R3
6) Get zero in R1C2

-R2  +  R1 ( R1
7) Get zeros in R1 & R2 in C3
-4R3  +  R2  (  R2
5R3  +  R1  (  R1
8) Extract Solution

Inconsistent System (Still yields a false statement  0 = #)


Example:
3x  (  4y  =  12




8y   (  6x  =  9

After  1/3R1 ( R1  and 6R1  +  R2  (  R2  you will see that R2 reads 0  =  35!

Dependent System   (Still yields 0 = 0!)


Example:
6x  +  2y  =  2




y  =  -3x  +  1

Note:  Don’t forget that the equations must both be in standard form to form your augmented matrix!
After 1/6R1 ( R1  and -3 R1  +  R1  (  R2  you will see that R2 reads  0  =  0!


Example:
x  +  y  +  z  =  1




2x  (  y  +  2z  =  2




2x  +  2y  +  2z  =  2

Note:  With these we must give a solution in terms of equations!
After -2 R1  +  R2  ( R2  and  -2R1  + R3 ( R3  you see the dependent system, however you must take it to all zeros except on the diagonal to get the solution.  –1/3 R2  (  R2  and -1 R2  +  R1  (  R1  will give us that x  +  z  =  1 and y  =  0  so if x = x then

z  =  1  ( x.

Using a Calculator to do Gaussian Elimination 


Example:
Solve using your calculator

3x  (  2y  =  0









2x  +   y  =  -7



1)    Enter augmented matrix
2nd x-1 edit enter 2 enter 3 enter 3 enter –2 

       enter 0 enter 2 enter 1 enter –7 

2) 2nd mode (to quit)

3) 2nd (x-1 (math( rref( ( enter(2nd ( x-1(A(enter(enter

4) Extract solution from displayed matrix

§9.2 Operations with Matrices
Equal Matrices


Same order (# rows & columns are same)


Equivalent Entries

Adding/Subtracting Matrices

(Add “like elements” (same row and column)
R1C1  +  R1’C1’  =  R1”C1”


(Just as with numbers, subtraction is the addition of the opposite  denoted as –A 

  for A and is just subtracting “like elements”
R1C1  (  R1’C1’  =  R1”C1”

Addition & Subtraction on a Calculator:
1)  Input matrices

2) 2nd ( x-1 ( matrix input ( enter ( +/(
3) 2nd ( x-1 ( matrix input ( enter ( enter

4) Sum/Difference matrix is displayed

Example:
Add and Subtract the following matrices by hand and then confirm your answers with your calculator.



A  =  
1  
-5

B  =  
 4    
 3




2  
 7


-1  
-2

Scalar Multiplication:  From to scale meaning multiplication by a constant


This is just multiplying every entry in a matrix by a constant and is denoted bA for matrix A multiplied by constant b.


Example:
For A & B above find the following

a) -3B

b) ½ A

On a Calculator:
1)
Input matrix

2) 2nd ( x-1 ( matrix input ( enter ( *(b

3) New matrix is displayed

Matrices as Models
A matrix will hold any tabular data!  If you can define with rows and columns it can be put into a matrix!



Example:
#50 p. 600

	
	Phos
	Mag
	Cal

	Kix (1 oz)
	4
	2
	4

	Milk (1/2 c)
	11
	4
	16


What does  K  +  2M, if K is 1x3 matrix describing the nutritional value of 1 oz. of Kix and M is a 1x3 matrix describing the nutritional value of ½ cup of Milk?

§9.3 Multiplication of Matrices
Multiplication of matrices is a row by column operation yielding an entry in the row and column position being multiplied.  e.g.  R1(C1  gives an entry in R1C1 of a new matrix



Example
R1(C1  =  R11(C11  +  R12(C12  +  R13(C13 +  …



Example:
Multiply each of the following & check with your calculator



a)
A = [1   2   5]

B  =  
6







         
9







         
3




b)
A  =
1   
-5

B  =   2





2    
 7

          3




c)
A  =
1   
-5

B  =
 4    
 3





2   
 7


-1  
-2

With a Calculator:

1)
Input matrices

2) 2nd ( x-1 ( matrix input ( enter ( (
3) 2nd ( x-1 ( matrix input ( enter ( enter

Writing a System by Multiplying
Since multiplication is a row times column operation we must write our x & y as a column in order to multiply it by the numeric coefficient matrix  to get our constant matrix.





A(B  =  C

A  is coefficient matrix 2x2 for 

2x2system

B  is the variable matrix  2x1 for a 

2x2 system

C is the coefficient matrix 2x1 for 

2x2 system


Example:
Write the following system using multiplication
3x  +  2y  =  7











9x  (  3y  =  2

Application

#64 p. 607

x & y are the 2 types of cereal.  If we write Q as a 3x2 and A as a 2x1 we will be getting the total protein, carbs and fat that she ate in one week based upon 3 servings of P4 and 4 servings of AD.

§9.4 Inverses of Matrices
The identity matrix is a square matrix with ones on the primary (left to right) diagonal and all other elements are zero.  Here is an example of a 2x2 identity matrix




I  =
1
0





0
1

Recall the identity element of multiplication is 1 and any number times one is the number itself and if we multiply any number by its inverse we will get the identity element.  It is no different for matrices.


Example:
Show that A  times I  is A  if




A  =
1   
-5





2    
 7

Now, you know we are heading toward an inverse with this, so that leaves us to discover how to find the inverse of A  (A-1 in symbols).  We already know that A-1A  =  AA-1  =  I, and as a result we can create 2 systems of 2 equations and 2 unknowns that are equivalent and solve them simultaneously using an augmented matrix and Gaussian Elimination.  For more detail on the why see p. 610-611 of Dugopoloski.  We will need the matrix that we wish to find the inverse of to be augmented by the identity matrix.  You will then use the procedure found in §9.1 to find the inverse, which will appear in the area where the identity started (augmented area).


Example:
Find the inverse of the following using Gaussian Elimination





A  =
1
3






0
-1

After 3R2  +  R1  (  R1  and –R2  (R2  you will have A-1

Example:
find the inverse of the following





A  =
3
4






4
5

After 1/3R1  (R1, -4R1  +  R2  (R2, 4R2  +  R1(R1  and –3R2(R2  you will have your inverse.

Check with your calculator:

1)
Input A

2) 2nd ( x-1 ( matrix input ( enter

3) x-1(enter

An inverse does not always exist!!!!  If one does not exist you will run across a false statement!



Example:
Find the inverse of 
A  =
2
6








1
3

Solving a System Using the Inverse
If A is the coefficient matrix, X is the variable matrix and B is the constant matrix, then



AX  =  B  so, with a little algebraic manipulation 





A-1AX  =  A-1B
Multiplication Property





        X  =  A-1B
Identity Element  (A-1A  =  I)

How does this help you?  Well, here’s the process…

1) Create the numeric coefficient matrix

2) Find the inverse of the coefficient matrix

3) Multiply the inverse by the constant matrix and you have a solution

Example:
Solve the following system using inverses
3x  (  2y  =  0









2x  +  y  =  -7

1/3R1(R1, -2R1 + R2(R2, 2/7R2 + R1 (R1, 3/7R2(R2 yields the inverse.  This multiplied by the constant matrix will yield our familiar solution (-2, -3)

§9.5 Solution of Linear Systems in 2 Vars Using Determinants
A determinant of a square matrix is a real number.  For a 1x1 it is the only entry.  For a 2x2 it is the product of the primary diagonal minus the product of the secondary diagonal.  For a 3x3 it gets more complicated as it is the product of the entries of the 1st column (or row) multiplied by the determinants of 2x2’s based upon crossing out the row and column associated with the factor.   3x3’s is the topic in §9.6 of Dugopolski.



Example:
Find the determinant of 
A  =
2
6









1
3

Once we learn how to find the determinant of a matrix, we can apply Cramer’s rule to solve systems.  Here’s the process:

1) Augmented matrix

2) Find the determinant of the coefficient matrix – called D

3) Replace the x column with the constant vector & find the determinant – Dx 

4) Replace the y column with the constant vector & find the determinant – Dy 

5) X =  Dx/D  and  Y  =  Dy/D

Note:  If D=Dx=Dy=Dz=0  then you have a dependent system and if D = 0  regardless of the other values (not all being zero) then you have an inconsistent system.


Example:
Solve the following using Cramer’s Rule:
3x  (  2y  =  0









2x  +   y  =  -7

The inverse of a matrix exists iff the determinant is nonzero.


Example:
Do the following have inverses?  Use your calculator to show you 

are correct.



A  =
2
6



B  =
1
3



1
3




0
-1

§9.6 Solutions of Linear Systems in Three Variables
For systems of 3 equations and 3 unknowns we must have the definition of a minor in order to apply Cramer’s rule.  A minor is the 2x2 matrix created when we cross out a row and a column.  

Example:
For the following matrix find the minor for each entry in the first column.

1
1  
-1
  






2
1 
  1 
  






1
2
-3


Now how to find the determinant –  We need to take the elements of the first row and multiply them by their minors, and add them with alternating signs.  The alternating signs come from the sign array that follows (note the signs alternate in each row and column and the a11 is always positive).  Because of the sign array we can find the determinant of a matrix based upon any row or column that we desire!  This is convenient when one row or column of a large matrix contains many zeros, since zero times anything is zero!



Sign Array

+
(
 +
  






(
+ 
 ( 
  






+
(
 +



Example:
Find the determinant of the above matrix.

Let’s investigate the idea of finding the determinant based upon using different minors.


Example:
For the following matrix find the determinant based upon the first 

column and its minors.





A  =
  
  1
2
3







  5
0
2







-1
0
1


Example:
Calculate the determinant of the above matrix based upon the 2nd 

column and its minors.

Note:  This is one operation versus 3!  Much easier.  Of course the easiest of all is to use our calculator – ha!
This tool is even more valuable when we look at a 4x4 or a 5x5 matrix and begin thinking about having to calculate the determinant for those systems.  See page 629 for a look at a 4x4 system!
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